Correcting for sampling variation and measurement error in Cox regression with circulating tumour cells
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Abstract

Background: Circulating tumour cell counts are being used increasingly often in oncology for prognosis, stratification and the assessment of response to treatment in phase II trials. Cell counts have typically been based on visual or computer assisted counting of abnormal cells in blood samples drawn at the point of recruitment to a study. The number of cells in a given sample is subject to sampling variation and the recorded number of tumour cells in the sample is subject to measurement error.

Methods: A complete data likelihood was developed for a proportional hazards regression model which recognizes these sources of variation in the observed circulating tumour cell count when it is used as a prognostic covariate.

Results: The performance of the expectation-maximization algorithm was assessed in simulation studies and found to yield estimators with good frequency properties. The asymptotic bias of estimators based on the observed circulating tumour cell count was also examined.

Conclusions: In the situations examined, the proposed estimator was consistent and had considerably smaller empirical bias than estimators arising from analyses based on the observed cell count. The estimated standard error gave confidence intervals with coverage probabilities compatible with the nominal level.
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Introduction

There has been considerable interest in the prognostic utility of circulating tumour cell (CTC) counts in oncology research in recent years [1-4]. Early research was directed at the use of circulating tumour cell counts as a variable prognostic for disease progression, progression-free survival, or overall survival [5], but these data are being used increasingly often for stratification in clinical trials [5], as a basis for assessing response to treatment in phase II trials [6], and may have the potential to guide treatment selection [7]. Their use in these important settings warrants a careful consideration of the various scientific objectives and issues in statistical analyses.

Miller et al., [8] tabulate data on circulating tumour cell counts in cohorts of normal donors, patients with benign disease, and patients with metastatic breast, colorectal, and prostate cancer. These data reveal that many metastatic cancer patients do not have circulating tumour cells detectable in their blood samples but among those that do, there can be considerable variability in the number detected. Most recent analyses have classified individuals into groups with unfavourable or favourable prognoses depending on whether the observed count was above a specified threshold [9,10]. In metastatic breast and prostate cancer the threshold typically adopted is five so those with a circulating tumour cell count of at least 5 in a 7.5 mℓ sample are considered to have a poorer prognosis than those with a count less than 5; in metastatic colorectal cancer the threshold is 3 [5,11,12]. More recently, others have found an association between overall survival and both a baseline CTC count used as a continuous variable and post-treatment change in CTC count [13].

Counts of circulating tumour cells are typically made by visual or computer assisted counting of abnormal cells in blood samples drawn at the point of recruitment to a study [3,14]. The number of cells in a given sample is therefore subject to sampling variation and the recorded number of tumour cells in the sample is subject to measurement error.

Typically when dealing with measurement error, we must first consider the error distribution or the relationship of the mismeasured covariates to the true unobserved covariates. We may classify approaches for measurement error problems as being parametric, semi-parametric or nonparametric by the assumptions of the measurement error distribution. A nonparametric approach was taken by Pepe and Fleming [15] when they empirically estimated the likelihood in the presence of mismeasured covariates with validation data. Huang and Wang [16] also took a nonparametric approach to deal with mismeasured covariates in the Cox model with replicate data available. Tsiatis and Davidan [17] and Kulich and Lin [18] considered semi-parametric approaches of dealing with mismeasured covariates in survival analysis.
There are two fundamentally different interpretations of the unobserved true values of the covariates. In structural modelling the true covariates are regarded as random and a model for their joint distribution is assumed, whereas in functional modelling, the true covariates are considered as a sequence of fixed unknown vectors, or minimal assumptions about the distributional form of the true covariates are made in addition to fixed values. Likelihood methods and Bayesian methods are two general structural modelling methods which require distributional assumptions of the unobserved true covariates. Much literature has concentrated on functional modelling since it involves few or no assumptions regarding the error distribution. For general non-differential error problems, two widely used approaches are regression calibration (RC) and simulation extrapolation (SIMEX). Regression calibration was first proposed by Prentice [19] for the proportional hazard models in survival analysis and required the validation data or replication measurements to estimate the conditional distribution of the unknown true covariates given the observed covariates. Simulation extrapolation was first proposed by Cook and Stefanski [20]. The key idea of this method is that the effect of measurement error can be investigated and therefore adjusted for using simulation techniques. This approach is well suited to additive or multiplicative measurement errors and leads to improve estimates subject to correct model specification [21].

Corrections for the measurement error typically depend on the availability of internal or external data to estimate the error distribution, for example, the replicated measurements or validation dataset. However, in our context regarding CTCs, it is impossible to measure the true concentration; it is also costly to have multiple blood samples to assess the number of CTCs. What’s more, we take not only the measurement error but also the sampling variation into consideration in correcting biases. Therefore, in this article, we focus on structural modelling with specified distribution of the true concentration and use likelihood method for correction.

We propose that the implicit goal of prognostic analyses involving circulating tumour cells is to relate the concentration of circulating tumour cells in the total blood volume to the time of interest (e.g., survival time). We develop a complete data likelihood for a proportional hazards regression model based on this concentration which recognizes the sampling variation. The measurement error in the circulating tumour cell count for a specific blood sample is characterized by a simple Bernoulli process for each cell. We consider models using both the concentration in the blood stream and a binary classification of whether this concentration is above a particular threshold. Estimation is carried out based on an expectation-maximization algorithm [22] and we describe how to do this for a parametric proportional hazards model and a semiparametric Cox model [23]. The aim of this article is to demonstrate the potential bias that results when the above sources of error are not accounted for and to describe and illustrate likelihood based methods for carrying out corrected analyses based on potentially mismeasured or misclassified CTC counts. These methods are assessed through simulation studies and found to yield estimators with good frequency properties.

Methods

Notation

Consider a sample of \( m \) independent individuals where \( \hat{C}_i \) denotes the number of circulating tumour cells, \( \hat{V} \) denotes the total blood volume, and \( \hat{R}_i = \hat{C}_i / \hat{V} \) denotes the concentration of circulating tumour cells in the blood stream for individual \( i, i = 1, \ldots, m \). When a blood sample of \( v \) ml is drawn we let \( \hat{C}_i \) denote the number of tumour cells contained in the sample. Human or automated procedures for counting tumour cells in blood samples are imperfect and it is common for cells present in the sample to be missed. We therefore \( \hat{C}_i \) denote the number of tumour cells observed in the \( v \) ml sample and let \( \hat{W}_i \) denote a \( p \times 1 \) vector of observed auxiliary covariates for individual \( i, i = 1, 2, \ldots, m \). In the notation above we use "dots" to denote latent variables.

Interest primarily lies in examining the association between circulating tumour cell counts and times to events such as disease progression or death; we let \( T_i \) denote the time of the event of interest. In the context of a prospective clinical trial the plan is to follow individuals over the period \([0, \tau)\) where \( \tau \) is an administrative censoring time. Individuals may of course withdraw from the study early and we let \( T_i^\tau \) denote a random time of withdrawal so that events are ultimately observed over the interval \([0, \tau)\) where \( \tau = \min(T_i^\tau, \tau) \) for individual \( i, i = 1, \ldots, m \). Let \( X_i = \min(T_i, \tau) \) and \( \delta_i = I(X_i = T_i), i = 1, 2, \ldots, m \). Let \( Y_i(u) = I(u \leq T_i) \) indicate that individual \( i \) is uncensored and \( Y_i^\dagger(u) = I(u \leq T_i) \) indicate that the individual \( i \) has not yet failed. Then \( Y_i(u) = Y_i^\dagger(u)Y_i^\tau(u) \) indicates that individual \( i \) is at risk and under observation at time \( u \).

We also let \( d\hat{N}_i(u) = I(u = T_i) \) indicate that the individual \( i \) fails at time \( u \) and let \( d\hat{N}_i(u) = Y_i(u)d\hat{N}_i(u) \) indicate that failure occurred and was observed at time \( u \).

We make the following assumptions regarding the above random variables.

A1. \( T_i \perp (\hat{C}_i, \hat{V}) | (\hat{R}_i, \hat{W}_i) \)

A2. \( C_i \perp (\hat{R}_i, \hat{W}_i) | \hat{C}_i \)
Assumption A1 states that given the concentration of circulating tumour cells and the auxiliary covariates, the failure time is independent of the number of cells in the sample and the number of observed cells, which in turn implies $C_i$ and $\bar{C}_i$ are surrogates, or in other words, the measurement error model is nondifferential. Assumption A2 states that counting of the circulating tumour cells in the sample is conducted independently of the concentration in the body and the auxiliary covariates given the sample count. This is entirely reasonable since the circulating tumour cells in the sample are counted without knowledge of $i(\bar{R}, W_i)$. Assumption A3 is an assumption of conditionally independent random censoring [24] which applies to the censoring time given $W_i$.

**Distributional assumptions and model specification**

We adopt a structural modeling approach [25] to deal with the issues of measurement error in this problem. Let $G(\bar{R}, W_i; \gamma)$ denote the distribution function for the concentration of circulating tumour cells given the auxiliary variables relevant for the study population. The circulating tumour cells are assumed to be uniformly distributed throughout the blood stream and so given $\bar{R}$, the number of cells in a $v \ell^3$ sample is Poisson distributed with mean $v \bar{R}$ [26]. The probability $P_i$ that a particular cell in the sample is detected is referred to as the detection efficiency. We assume that the event of an individual tumour cell in the sample is detected is independent of whether other cells are detected, and so $C_i | \bar{C}_i$ is binomially distributed with $\bar{C}_i$ trials and probability of success $p$; we treat $p = p_0$ as a known feature of the measurement system based on external data published in the literature [4].

The effect of circulating tumour cells on survival is typically assessed based on a proportional hazards model involving either the observed count $C_i$ or an indicator $E_i = I(C_i > K)$ of whether the count is elevated above a specified threshold $K$. In metastatic breast cancer, a threshold of $K = 5$ has been reported and used routinely in the literature, and if $E_i = 1$ the individual would typically be considered high risk. The observed cell count $C_i$ is implicitly interpreted in the context of the $v = 7.5\ell^3$ blood sample. The fact that the samples drawn are all of the same volume implies that the prognostic value of the concentration $\bar{R}_i$ is of primary interest and $C_i/v$ can be viewed as an estimate of the concentration of circulating tumour cells in the blood stream. The Cox regression model of interest is

$$h(t | \bar{Z}_i; \theta) = h_0(t; \alpha) \exp \{ \bar{Z}_i \beta \}$$

where $\alpha$ indexes the baseline hazard $h_0(t; \alpha)$, $\bar{Z}_i = (\bar{R}_i, W_i')'$, $\beta = (\alpha', \beta')'$ where $\alpha$ is the parameter of interest, and $\theta = (\alpha', \beta')$. We use $v \bar{R}$ since current practise is to use the observed cell count which is thought to represent the concentration per $7.5 \ell^3$ volume.

**Bias ignoring sampling variation and measurement error**

Under the current formulation the standard method of fitting regression models to the observed circulating tumour cell count involves a misspecified model since it ignores the sampling variation and measurement error in the observation process. Here we consider the implications of using this approach to analysis by studying the limiting behaviour of the resultant estimator using the theory of misspecified likelihoods [27] for the Cox model [28].

We let $Z_i = (C_i, W_i')'$ denote the covariate vector based on available count and auxiliary covariate and model the effect in $T_i | Z_i$ as

$$d\Lambda(t | Z_i) = d\Lambda_0(t) \exp \{ Z_i' \phi \} = d\Lambda_0(t) \exp \{ C_i \phi_1 + W_i' \phi_2 \}$$

where the parameters are denoted as

$$d\Lambda_0 = (d\Lambda_0(s_1), \ldots, d\Lambda_0(s_p))', \phi = (\phi_1, \phi_2')'$$

and $\eta = (d\Lambda_0', \phi')'$; we use different Greek letters for the parameters in the misspecified model since they represent different quantities than their counterparts in the correctly specified models. The misspecified score equations are then

$$\bar{U}_1(t_1) = \sum_{i=1}^m \{ d\Lambda_0(s_i) - \bar{Y}_i(t_i) \exp \{ Z_i' \phi \} \}, \ t_1, \ldots, T_i$$

$$\bar{U}_2(\eta) = \sum_{i=1}^m \{ \int_0^{\infty} d\Lambda_0(s)Z_i - \int_0^{\infty} \bar{Y}_i(s) d\Lambda_0(s)Z_i \exp \{ Z_i' \phi \} \}$$

where $\bar{U}_1(\eta) = (\bar{U}_{11}(\eta), \ldots, \bar{U}_{1R}(\eta))'$ and we write

$$\bar{U}(\eta) = (\bar{U}_1(\eta)', \bar{U}_2(\eta))'.$$

The limiting values of the naive estimator $\hat{\eta} = (\hat{d}\Lambda, \hat{\phi})'$ from solving (2) and (3) are consistent for the solutions to

$$\bar{U}(\eta; \omega) = \bar{A} \bar{U}(\eta)$$

where the expectation is with respect to $A = A_1, \ldots, A_m'$ where $A_i = (T_i, \bar{R}_i, C_i, W_i')'$, and $\omega = (\psi, \rho')'$, where $\rho$ indexes the random censoring time distribution $f(\tau | W_i \rho)$ [28], $\psi$ characterizes the distribution of $A_i$ and will be explained in the next section. We define

$$r^{(h)}(u; \omega) = E[E[Z_i | \bar{R}_i, W_i] P(T_i \geq u | W_i) P(T_i = u | \bar{R}_i, W_i)]$$

and

$$q^{(h)}(u; \phi, \omega) = E[\bar{Y}_i(u) Z_i^{(h)} \exp \{ Z_i' \phi \}; \omega]$$
\[ L_c(\psi) = \prod_{i=1}^{m} P(X_i, \delta_i | C_i, \hat{R}, W_i, \theta) P(C_i | \hat{R}, W_i) dG(\hat{R} | W_i; \gamma). \]

By Assumption A3,
\[ P((X_i, \delta_i) | C_i, \hat{R}, W_i, \theta) = P((X_i, \delta_i) | \hat{R}, W_i) \]
\[ = h(X_i | \hat{R}; \theta) \exp(-H(X_i | \hat{R}; \theta)). \]

Under Poisson sampling and Assumption A2,
\[ P(C_i | \hat{R}, W_i) = P(C_i | \hat{R}, W_i). \]

where \( P(C_i | \hat{R}) \) is binomial with \( \hat{R} \) trials and known probability of success \( p \), and \( P(C_i | \hat{R}, W_i) \) is Poisson with \( E(\hat{R} | \hat{R}, W_i) = n \hat{R} \). Since \( P(C_i | \hat{R}, W_i) \) does not involve any unknown parameters, we can write the complete data partial log-likelihood as
\[ \log L_c(\psi) = \log L_c(\theta) + \log L_c(\gamma), \]

where
\[ \log L_c(\theta) = \sum_{i=1}^{m} \left\{ \int_0^{\infty} \tilde{N}(s) \log dH(s | \hat{Z}; \theta) - \tilde{N}(s) dH(s | \hat{Z}; \theta) \right\} \]
\[ \log L_c(\gamma) = \sum_{i=1}^{m} \log dG(\hat{R}_i | W_i; \gamma). \]

Let \( D_0 = (X_0, \hat{Z}_0, W_0) \) denote the observed data for individual \( i \), \( i = 1, 2, \ldots, m \) and \( D = (D_1, D_2, \ldots, D_m) \). Since \( \hat{R} \) is unobserved we must take the conditional expectation of (5) using
\[ dH_{0r} = dH_0(s_r), r = 1, 2, \ldots, R, \]
\[ dH_0 = (dH_{01}, dH_{02}, \ldots, dH_{0R}). \]

The expectations above can be evaluated numerically by using Monte Carlo integration. In Figure 1 we display a plot of the limiting value of the estimator of \( \beta \), for the exponential and Cox regression models as a function of (a) the dispersion parameter of the concentration distribution, (b) the mean parameter of the concentration distribution, and (c) the regression parameter itself, for varying degrees of the efficiency of detection. The limiting values are quite different for the parametric and Cox regression models. The plots reveal a clear dependence on the distribution of the concentration and the efficiency of detection; the plotted points represent empirical estimates which are in close agreement with the theoretical results. Among these the most important appears to be the detection efficiency.
Figure 1. Asymptotic bias of naive maximum likelihood estimates for $\beta$ from the exponential and Cox proportional hazards model for $p = 0.6, 0.8$ and $1.0$ across a range of values of $(a) \phi$, $(b) \mu$, and $(c) \beta$. Points indicate values of the parameters used in the simulation models of Section 3

conformable with $(dH_0, \hat{\beta}, \gamma)$, and

\[
\bar{U}_{11}(\theta; \hat{\psi}) = (\bar{U}_{111}(\theta; \hat{\psi}), ..., \bar{U}_{11R}(\theta; \hat{\psi}))',
\]

\[
\bar{U}_1(\psi; \hat{\psi}) = (\bar{U}_{11}(\theta; \hat{\psi}), \bar{U}_{12}(\gamma; \hat{\psi})).
\]

The equation $\bar{U}_{11r}(\theta; \hat{\psi}) = 0$ can be solved to give

\[
dH_0(s; \beta) = \frac{\sum_{i=1}^m dN_i(s)}{\sum_{i=1}^m Y_i(s)} = \frac{\sum_{i=1}^m dN_i(s)}{\sum_{i=1}^m Y_i(s)} \exp(\hat{Z}_i^T \beta) d\tilde{N}_i(u),
\]

which is zero except at times of failure, $s, s_2, ..., s_n$.

Letting $s^{(h)}(u; \beta) = \sum_{i=1}^m Y_i(u) \exp(\hat{Z}_i^T \beta) d\tilde{N}_i(u)$, $h = 0, 1$, we substitute (10) into $\bar{U}_{12}(\theta; \hat{\psi})$ to get the estimating equation for $\beta$ as

\[
\sum_{i=1}^m \int_0^\infty \left[ E_{\hat{\psi}}(\hat{Z}_i^T D_i; \hat{\psi}) - \frac{s^{(1)}(u; \hat{\psi})}{s^{(0)}(u; \hat{\psi})} \right] d\tilde{N}_i(u) = 0,
\]

To evaluate the estimating equation for $\gamma$, we propose specification of the parametric form of $G(\hat{R}_i | W_i; \gamma)$. 

To evaluate these conditional expectations in (10)-(11), we use Gauss-Laguerre quadrature [30] given the conditional probability density function (8). Gauss-Laguerre quadrature involves approximating the integrals on the interval $[0, \infty)$ by:

$$
\int_{0}^{\infty} f(x)dx = \int_{0}^{\infty} f(x)e^{-x}dx = \int_{0}^{\infty} g(x)e^{-x}dx = \sum_{i=1}^{N} w_i g(x_i),
$$

where $x_i$ and $w_i$ are the nodes and weights that picked based on weight function $e^{-x}$. Monte Carlo methods with rejection sampling could alternatively be used to approximate these expectations by simulation. The asymptotic variance of $\hat{\psi}$ can be estimated as suggested by Louis [31] and implemented by Martinussen [29]; see the Appendix for details on the current setting. Further details and examples of using the EM algorithm to fit Cox regression models can be found in Klein [32], Lipsitz and Ibrahim [33], Herring and Ibrahim [34], and Nielsen [35].

**Results**

**Empirical study of finite sample behaviour**

Here we present the results of a series of simulation studies conducted to assess the influence of sampling variability and measurement error on the behaviour of naive estimators and to examine the performance of the proposed estimator. We generate the data following the model formulation in the previous section. Specifically we generate the total circulating tumour cell count in an individual assuming $R_i$ is gamma distributed with mean $\mu$ and variance $\phi$; we consider $(\mu, \phi) = (2, 1)$ and $(2, 4)$ to represent a mean of 2 in the population and a coefficient of variation of 0.5 and 1.0 respectively. We also consider $(\mu, \phi) = (2/3, 1)$ to correspond to a smaller mean reflecting a higher proportion of zero circulating tumour cell counts but with a coefficient of variation of 1.5. The times of interest were generated from exponential regression models with

$$
h(t \mid \tilde{R}_i) = h_0(t) \exp(\nu \tilde{R}_i \beta) \tag{12}
$$

We considered the case in which the failure times were uncensored and administratively censored at a point where 25% of the events would be unobserved. To reflect the sampling and observation process we generated $C_i \mid R_i$ as a Poisson random variable with mean $\nu \tilde{R}_i$ and $C_i \mid C_i$ as binomially distributed with probability $p_i = 0.80$.

Analyses were carried out under an exponential regression model and Cox regression model of the form of (12) using $\nu \tilde{R}_i$, $\tilde{C}_i$, and $C_i$. The first of these is not possible in practice since it requires the true concentration of circulating tumour cells. The second is also not possible since it requires perfect recording of the number of circulating tumour cells in the sample, and the third analysis reflects the current practise of using the recorded counts in the samples. The fourth analysis was based on the EM algorithm described above. A second set of analyses were there carried out using the binary counterparts to the above variables constructed with a threshold of 5. Specifically we let $\tilde{E}_i = I(\nu \tilde{R}_i \geq 5)$ and $E_i = I(C_i \geq 5)$ denote the latent variables based on the unobserved concentration and count, $E_i = I(C_i \geq 5)$ be the binary variable based on the observed count. Based on the parameter configurations $P(\tilde{E}_i = 1 | \nu = 0.954, 0.717$ and $0.0308$ for $(\mu, \phi) = (2, 1), (2, 4)$ and $(2, 3, 1)$ respectively). The sensitivities $P(\tilde{E}_i = 1 | \tilde{E}_i = 1)$ and specificities $P(\tilde{E}_i = 1 | \tilde{E}_i = 0)$ of the observed binary variable for the true binary variable are (0.919, 0.792), (0.899, 0.907) and for $(\mu, \phi) = (2, 1), (2, 4)$ and $(2, 3, 1)$ respectively. The analyses using the continuous and binary variables are summarized in (Tables 1 and 2) respectively where the empirical biases, the empirical standard errors and the empirical coverage probabilities for nominal 95% confidence intervals are given.

The results for the analysis based on a continuous covariate in (Table 1) reveal negligible empirical bias and excellent empirical coverage probability for the Cox regression model based on the true concentration. Appreciable bias in the estimator is apparent for the analyses based on the sample concentration and there is a considerable impact on the empirical coverage probability. The performance of the estimators based on the observed circulating tumour cell count is also very poor in terms of bias and coverage probability. The proposed estimator has considerably smaller bias and standard errors based on the method of Louis [31] give confidence intervals which are compatible with the 95% level. This performance is roughly the same whether the event times are subject to censoring or not and there is good performance seen as well for the parametric analyses.

**Discussion**

Our proposed methodology is the first we are aware of to rigorously deal with the statistical issues arising from sampling variation and measurement error in the enumeration of CTCs. The utility of circulating tumor cells was originally examined in the context of their prognostic role for progression and survival, but they are now being used increasingly often to form surrogate outcomes in phase II and III clinical trials [36] and are currently receiving consideration as biomarkers to assess treatment response [37] in patients with advanced cancer. The statistical issues of sampling variation and measurement error raised here bear on their use in these contexts as well.

However, our method is not without limitations. We have focussed on the use of circulating tumour cells in the context of parametric and semiparametric proportional hazards models. Other types of regression models are of courses possible including accelerated failure time models, additive models or Cox-Aalen types models [38]. Model diagnostics represent
an important step in survival analysis to assess the plausibility of the model assumptions. Key assumptions to check include the way the covariate effects have been expressed and the proportional hazards assumption. These can be assessed through the analysis of Schoenfeld or martingale residuals if the way the covariate effects have been expressed and the underlying value of the covariate of interest is available in a validation sub-sample then one can estimate features of the distribution of the concentration. See Waagepetersen [41] and Alonso et al., [42]. Additionally, depending on the disease severity of the subjects used in a CTC study there may be a large proportion of subjects with a true concentration of zero or subjects with very high concentrations. Other approaches for dealing with the difficulty in specifying the distribution of the concentration in the sample include nonparametric estimation but this is really only feasible in the absence of auxiliary covariates or if \( W \) is discrete. Spline-based approaches of kernel density estimation offer alternatives [43].

Many statistical methods for correcting for measurement error rely on data from validation studies. If the correct underlying value of the covariate of interest is available in a validation sub-sample then one can estimate features of the measurement process. Validation studies will not be possible in this setting, but auxiliary data in which repeated blood samples are taken and circulating tumor cells are counted could yield more precise estimates of the true concentration and enhance the precision of the corrected estimators we described [44].

Table 1. Empirical performance of estimators of the regression coefficient for the continuous covariate under parametric and semiparametric Cox regression models with and without administrative censoring; sample size \( n=500 \), number of simulations \( nsim=500 \).

<table>
<thead>
<tr>
<th>( \exp(\beta) )</th>
<th>( \phi )</th>
<th>EBIAS ( \times 100 )</th>
<th>ESE ( \times 100 )</th>
<th>ECP%</th>
<th>EBIAS ( \times 100 )</th>
<th>ESE ( \times 100 )</th>
<th>ECP%</th>
<th>EBIAS ( \times 100 )</th>
<th>ESE ( \times 100 )</th>
<th>ECP%</th>
<th>EBIAS ( \times 100 )</th>
<th>ESE ( \times 100 )</th>
<th>ECP%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential Regression, No Censoring</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td>2/3</td>
<td>-0.024</td>
<td>0.610</td>
<td>95.6</td>
<td>1.122</td>
<td>0.639</td>
<td>50.0</td>
<td>-0.689</td>
<td>0.832</td>
<td>80.8</td>
<td>0.161</td>
<td>0.780</td>
<td>95.4</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0.008</td>
<td>0.588</td>
<td>95.2</td>
<td>2.278</td>
<td>0.594</td>
<td>2.0</td>
<td>0.975</td>
<td>0.748</td>
<td>63.8</td>
<td>-0.030</td>
<td>0.809</td>
<td>94.6</td>
</tr>
<tr>
<td>1.25</td>
<td>2/3</td>
<td>-0.057</td>
<td>0.610</td>
<td>95.6</td>
<td>3.500</td>
<td>0.968</td>
<td>0.8</td>
<td>-0.331</td>
<td>1.248</td>
<td>25.6</td>
<td>0.032</td>
<td>0.393</td>
<td>96.4</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>-0.013</td>
<td>0.609</td>
<td>93.8</td>
<td>6.011</td>
<td>0.865</td>
<td>0</td>
<td>3.213</td>
<td>1.114</td>
<td>4.4</td>
<td>-0.090</td>
<td>1.028</td>
<td>95.0</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>-0.028</td>
<td>0.303</td>
<td>95.4</td>
<td>3.073</td>
<td>0.689</td>
<td>0</td>
<td>-0.951</td>
<td>0.929</td>
<td>31.2</td>
<td>0.026</td>
<td>0.592</td>
<td>94.0</td>
</tr>
</tbody>
</table>

| Exponential Regression, 25% Administrative Censoring |
| 1.1 | 2/3 | -0.032 | 0.642 | 95.4 | 1.111 | 0.665 | 52.8 | -0.706 | 0.858 | 80.0 | 0.166 | 0.800 | 95.8 |
| 1 | 2 | -0.022 | 0.670 | 93.6 | 2.340 | 0.669 | 4.2 | 1.064 | 0.832 | 64.6 | 0.009 | 0.956 | 95.2 |
| 1.25 | 2/3 | -0.074 | 0.633 | 96.0 | 3.551 | 1.017 | 1.2 | -0.256 | 1.303 | 73.6 | 0.429 | 1.066 | 93.0 |
| 2 | 1 | -0.018 | 0.751 | 94.0 | 6.793 | 0.965 | 0 | 4.301 | 1.193 | 4.4 | -0.130 | 1.250 | 94.4 |
| 2 | 4 | -0.039 | 0.331 | 94.4 | 3.265 | 0.752 | 0 | -0.659 | 1.020 | 44.2 | 0.032 | 0.659 | 93.6 |

| Cox Regression, No Censoring |
| 1.1 | 2/3 | 0.016 | 0.694 | 96.8 | -1.306 | 0.689 | 46.6 | 0.425 | 0.877 | 90.2 | 0.117 | 0.877 | 96.0 |
| 1 | 2 | 0.033 | 0.674 | 95.2 | -2.668 | 0.631 | 1.2 | -1.511 | 0.774 | 42.4 | 0.004 | 1.026 | 95.4 |
| 1.25 | 2/3 | 0.069 | 0.461 | 95.2 | -1.451 | 0.473 | 10.0 | 0.198 | 0.586 | 87.8 | -0.021 | 0.594 | 96.0 |
| 2 | 1 | 0.026 | 1.027 | 93.6 | -9.185 | 0.872 | 0 | -7.310 | 1.015 | 0 | -0.426 | 1.969 | 93.8 |
| 2 | 4 | 0.094 | 0.929 | 94.8 | -7.334 | 0.798 | 0 | -4.778 | 0.983 | 0.4 | -0.584 | 1.463 | 92.4 |

| Cox Regression, 25% Administrative Censoring |
| 1.1 | 2/3 | 0.018 | 0.703 | 96.6 | -1.253 | 0.7 | 50.6 | 0.503 | 0.887 | 89.0 | 0.121 | 0.883 | 96.6 |
| 1 | 2 | 0.035 | 0.714 | 95.2 | -2.527 | 0.677 | 3.0 | -1.317 | 0.832 | 55.6 | 0.033 | 1.070 | 95.0 |
| 1.25 | 2/3 | 0.035 | 1.096 | 94.0 | -5.288 | 1.148 | 0.2 | -2.104 | 1.421 | 48.6 | 0.124 | 1.700 | 94.8 |
| 2 | 1 | 0.004 | 1.071 | 94.6 | -8.907 | 0.915 | 0 | -6.957 | 1.066 | 0 | -0.376 | 1.988 | 93.8 |
| 2 | 4 | 0.097 | 0.943 | 94.2 | -7.246 | 0.829 | 0 | -4.661 | 1.032 | 0.4 | -0.562 | 1.496 | 92.8 |

\(^{1}\) EBIAS is the empirical bias \( \times 100 \), ESE is the empirical standard error \( \times 100 \).
Table 2. Empirical performance of estimators of the regression coefficient for the binary covariate under parametric and semi-parametric Cox regression models with and without administrative censoring; sample size $m=500$, number of simulations $nsim=500$.

<table>
<thead>
<tr>
<th>exp($\beta_i$)</th>
<th>$\mu$</th>
<th>EBIAS$^{\dagger}$</th>
<th>ESE</th>
<th>ECP%</th>
<th>$\phi$</th>
<th>EBIAS$^{\dagger}$</th>
<th>ESE</th>
<th>ECP%</th>
<th>$\phi$</th>
<th>EBIAS$^{\dagger}$</th>
<th>ESE</th>
<th>ECP%</th>
<th>$\phi$</th>
<th>EBIAS$^{\dagger}$</th>
<th>ESE</th>
<th>ECP%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Exponential Regression, No Censoring</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>2/3</td>
<td>1</td>
<td>0.368</td>
<td>0.098</td>
<td>93.6</td>
<td>9.259</td>
<td>0.100</td>
<td>83.2</td>
<td>7.831</td>
<td>0.107</td>
<td>84.6</td>
<td>-0.479</td>
<td>0.118</td>
<td>93.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1.782</td>
<td>0.232</td>
<td>93.6</td>
<td>23.635</td>
<td>0.193</td>
<td>75.4</td>
<td>28.068</td>
<td>0.152</td>
<td>48.2</td>
<td>-9.314</td>
<td>0.387</td>
<td>94.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>0.429</td>
<td>0.095</td>
<td>94.6</td>
<td>7.897</td>
<td>0.096</td>
<td>87.6</td>
<td>10.019</td>
<td>0.092</td>
<td>83.0</td>
<td>-0.369</td>
<td>0.111</td>
<td>95.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2/3</td>
<td>1</td>
<td>-0.378</td>
<td>0.089</td>
<td>96.0</td>
<td>16.652</td>
<td>0.099</td>
<td>58.2</td>
<td>13.829</td>
<td>0.103</td>
<td>71.2</td>
<td>0.233</td>
<td>0.109</td>
<td>96.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3.526</td>
<td>0.210</td>
<td>95.4</td>
<td>35.715</td>
<td>0.207</td>
<td>51.4</td>
<td>43.804</td>
<td>0.150</td>
<td>14.2</td>
<td>-8.262</td>
<td>0.318</td>
<td>95.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>0.059</td>
<td>0.094</td>
<td>97.0</td>
<td>13.361</td>
<td>0.095</td>
<td>73.4</td>
<td>15.706</td>
<td>0.092</td>
<td>62.2</td>
<td>-0.419</td>
<td>0.107</td>
<td>96.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Exponential Regression, 25% Administrative Censoring</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>2/3</td>
<td>1</td>
<td>0.860</td>
<td>0.105</td>
<td>95.4</td>
<td>8.994</td>
<td>0.109</td>
<td>86.0</td>
<td>8.005</td>
<td>0.113</td>
<td>90.2</td>
<td>-0.744</td>
<td>0.129</td>
<td>95.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>-1.927</td>
<td>0.301</td>
<td>94.8</td>
<td>24.461</td>
<td>0.216</td>
<td>80.2</td>
<td>29.121</td>
<td>0.173</td>
<td>56.8</td>
<td>-1.338</td>
<td>0.570</td>
<td>95.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>-0.007</td>
<td>0.116</td>
<td>94.6</td>
<td>7.933</td>
<td>0.112</td>
<td>91.4</td>
<td>10.840</td>
<td>0.105</td>
<td>86.4</td>
<td>0.123</td>
<td>0.137</td>
<td>95.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2/3</td>
<td>1</td>
<td>-0.298</td>
<td>0.102</td>
<td>95.6</td>
<td>14.478</td>
<td>0.108</td>
<td>71.0</td>
<td>12.947</td>
<td>0.111</td>
<td>76.2</td>
<td>0.375</td>
<td>0.126</td>
<td>95.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>-0.176</td>
<td>0.312</td>
<td>94.2</td>
<td>40.487</td>
<td>0.235</td>
<td>53.4</td>
<td>48.858</td>
<td>0.175</td>
<td>21.0</td>
<td>4.514</td>
<td>0.747</td>
<td>94.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>-0.734</td>
<td>0.122</td>
<td>97.0</td>
<td>13.723</td>
<td>0.120</td>
<td>80.0</td>
<td>17.789</td>
<td>0.110</td>
<td>66.6</td>
<td>0.299</td>
<td>0.144</td>
<td>97.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Cox Regression, No Censoring</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>2/3</td>
<td>1</td>
<td>-0.211</td>
<td>0.098</td>
<td>94.2</td>
<td>-9.342</td>
<td>0.100</td>
<td>86.0</td>
<td>-9.342</td>
<td>0.100</td>
<td>86.0</td>
<td>-0.232</td>
<td>0.122</td>
<td>95.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>-1.543</td>
<td>0.237</td>
<td>93.6</td>
<td>-23.878</td>
<td>0.192</td>
<td>74.0</td>
<td>-28.380</td>
<td>0.152</td>
<td>48.0</td>
<td>-10.127</td>
<td>0.442</td>
<td>94.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>-0.039</td>
<td>0.100</td>
<td>94.8</td>
<td>-7.951</td>
<td>0.098</td>
<td>91.4</td>
<td>10.840</td>
<td>0.105</td>
<td>86.4</td>
<td>0.123</td>
<td>0.137</td>
<td>95.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2/3</td>
<td>1</td>
<td>0.524</td>
<td>0.094</td>
<td>96.0</td>
<td>-17.621</td>
<td>0.108</td>
<td>71.0</td>
<td>-14.947</td>
<td>0.111</td>
<td>76.2</td>
<td>0.375</td>
<td>0.126</td>
<td>95.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.204</td>
<td>0.312</td>
<td>94.2</td>
<td>-40.506</td>
<td>0.235</td>
<td>53.6</td>
<td>-48.860</td>
<td>0.175</td>
<td>21.2</td>
<td>1.285</td>
<td>0.637</td>
<td>96.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>0.688</td>
<td>0.123</td>
<td>95.8</td>
<td>-15.107</td>
<td>0.094</td>
<td>70.2</td>
<td>-17.508</td>
<td>0.091</td>
<td>58.2</td>
<td>-0.051</td>
<td>0.118</td>
<td>97.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Cox Regression, 25% Administrative Censoring</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>2/3</td>
<td>1</td>
<td>-0.834</td>
<td>0.106</td>
<td>95.4</td>
<td>-8.946</td>
<td>0.109</td>
<td>86.0</td>
<td>-8.071</td>
<td>0.106</td>
<td>85.0</td>
<td>-0.232</td>
<td>0.122</td>
<td>95.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1.889</td>
<td>0.301</td>
<td>94.6</td>
<td>-24.511</td>
<td>0.215</td>
<td>80.2</td>
<td>-28.380</td>
<td>0.152</td>
<td>48.0</td>
<td>-10.127</td>
<td>0.442</td>
<td>94.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>0.003</td>
<td>0.116</td>
<td>94.6</td>
<td>-7.967</td>
<td>0.098</td>
<td>91.4</td>
<td>-10.149</td>
<td>0.095</td>
<td>82.4</td>
<td>0.245</td>
<td>0.121</td>
<td>94.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2/3</td>
<td>1</td>
<td>0.524</td>
<td>0.094</td>
<td>96.0</td>
<td>-17.621</td>
<td>0.108</td>
<td>56.0</td>
<td>-14.947</td>
<td>0.111</td>
<td>76.0</td>
<td>0.484</td>
<td>0.122</td>
<td>95.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>-2.889</td>
<td>0.217</td>
<td>95.0</td>
<td>-36.702</td>
<td>0.202</td>
<td>51.0</td>
<td>-44.949</td>
<td>0.146</td>
<td>12.6</td>
<td>-7.136</td>
<td>0.338</td>
<td>96.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>0.213</td>
<td>0.100</td>
<td>97.4</td>
<td>-15.107</td>
<td>0.094</td>
<td>70.2</td>
<td>-17.508</td>
<td>0.091</td>
<td>58.2</td>
<td>-0.051</td>
<td>0.118</td>
<td>97.0</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^{\dagger}$EBIAS is the empirical bias $\times 100$.

Conclusions
The present study demonstrates that using observed CTC count as a prognostic covariate may lead to biased results when sources of sampling variation and measurement error are not accounted for. This could lead to false conclusions regarding the association between CTC count and patient outcomes. A likelihood based method for carrying out corrected analyses is described and illustrated. These methods are assessed through simulation studies and found to yield estimators with good frequency properties.
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